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Abstract

Since the company OpenAl released its ChatGPT (Generative Pretrained Transformer), a
powerful neural network capable of generating human-like replies based on a collection of
samples, educational institutions faced up with the challenge of updating their plagiarism and
cheating policies, introducing guidance on the acceptable usage of artificial intelligence (Al) in
studies and offer special instructions for teachers and professors on how to spot the texts, produced
by machines. In the article a Large Language Model ChatGPT and cheating with Artificial
Intelligence (Al) tools are discussed. As cheating with ChatGPT has become a problem for
educational institutions, the paper aims to tackle the mentioned issue. It was previously found out
that ChatGPT has several limitations distinguishing its output from a real person’s response. This
article broadens the previous research and extends it to the sphere of higher education. It evaluates
the upsides and downsides of using Al tools and explores the measures to prevent students from
plagiarizing. Its practical section is based on qualitative analysis of ChatGPT’s outputs. As a
result, several guidelines were proposed for university tutors on how to spot a response generated
by Al and how to distinguish it from human writing by certain criteria, such as repetitions,
inaccurate use of language, stereotyped phrasing, commonsense presence, fake facts, critical
thinking, alignment to the course program and explanations and examples.
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Introduction

Since the company OpenAl released its ChatGPT (Generative Pretrained Transformer), a powerful
neural network capable of generating human-like replies based on a collection of samples, educational
institutions faced up with the challenge of updating their plagiarism and cheating policies, introducing
guidance on the acceptable usage of artificial intelligence (Al) in studies and offer special instructions
for teachers and professors on how to spot the texts, produced by machines.

It is crucial for educators to know how to notice cheating with neural models in open-ended tasks
for two major reasons. Firstly, the students who constantly copy the answers from ChatGPT being
unnoticed may fall behind the rest of the group [Shearing & McCallum, 2023]. It results in failure to
develop the students” memory, critical thinking skills and subject expertise necessary for performing
job duties and further studies well. Secondly, the breakdown in proper knowledge transmission
undermines universities’ academic reputations. The value of a graduate degree will diminish posing
difficulty for recruiters to hire truly qualified staff.

The object of the research is the concept of cheating with the help of ChatGPT. The object was
selected because of the lack of available knowledge on the topic.

The subject of the analysis is the peculiar traits of the neural model’s replies to complex academic
open-ended tasks by which they can be distinguished from a real person’s answer by professors. The
choice of the subject is explained by the urgent need for developing a functional strategy for
recognizing fake assignments submitted by students.

The goal of the study is to produce a list of practical recommendations for faculty members on how
to spot a comment generated by a neural network rather than a student himself. The following objectives
were set up to accomplish the stated goal:

— to explain the limitations that make it possible to detect ChatGPT’s output;

— to evaluate the upsides and downsides of using Al tools in higher education;

— to explore the measures to prevent students from plagiarizing;

— to create guidelines for university teaching staff on recognizing texts written by machines.

The methods employed in the research include observation and qualitative content analysis of
ChatGPT responses to academic open-ended questions. The tasks are taken from real Cambridge
philosophy exams published on their webpage [Faculty of Philosophy at Cambridge University, 2013,
2015, 2019(a), 2019(b), 2021, 2022]. One example is exceptional because it is borrowed from a math
textbook for the third grade of a famous Russian educator [Peterson, 2012].

The work will be useful for university teaching staff, other faculty members and educators in
general as it gives understanding on how to identify cheating with Al models.

Limitations that make it possible to detect ChatGPT’s output

ChatGPT is an advanced neural network which has been recently opened to public by OpenAl. It
has instantly gained popularity because of its ability to propose relatively accurate solutions to a broad
variety of issues in a conversational way of interaction. The model is trained on large amounts of data
using deep learning technology and with reinforcement learning from human feedback (RLHF), which
is supposed to make them more useful and aligned [Ouyang et al., 2022]. However, it possesses some
limitations that can be used for distinguishing its response from a real person’s one.

The research has proved that LLMs memorize segments of their training data and then reproduce
them verbatim [Carlini et al., 2023]. The likelihood of repetition depends on the frequency of the
sequence in the training set [Carlini et al., 2020; Lee et al., 2022]. It confirms the presence of repetitions
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and standard expressions in the outputs of ChatGPT.

Commonsense knowledge is essential for LLMs to comprehend and produce human-like language
[Bian et al., 2023]. Such knowledge is difficult to transmit to machines [Li et al., 2022; Zhang et al.,
2022] because of it being implicit and its high dependence on the context [Gordon and Van Durme,
2013; Shwartz and Choi, 2020]. That is why the commonsense problem is often seen as the major
limitation of LLMs [Zhou et al., 2020; Bhargava and Ng, 2020]. However, the models are being
constantly trained and by now the creators have managed to attain a certain degree of commonsense
knowledge in them [West et al., 2022].

The most recent research on this topic [Bian et al., 2023] has shown that ChatGPT is well-informed
about commonsense knowledge to answer questions accurately, nonetheless the data it encompasses
may sometimes be misleading and overgeneralized. This leads to the conclusion that to notice a solution
written by ChatGPT rather than a student himself/herself, educators should evaluate the output of
ChatGPT against the presence of commonsense.

Wrong judgements and fake facts can also help to identify a machine generated text. The latest
multimodal model GPT-4 is by far the most intelligent one. As the previous edition GPT-3 it is still not
entirely reliable, because it “hallucinates” facts and makes reasoning errors [Nakano et al., 2021,
OpenAl, 2023]. In addition, it is not always capable of separating facts from fiction. Besides, most of
its data resources was disconnected in September 2021, as a result the system is unaware of later events.
One more downside is that it can sound convincing while making wrong predictions and it does not
check the results twice when it is likely to make a mistake. ChatGPT shares the same drawbacks to a
larger extent.

In this chapter there were listed and explained several limitations of ChatGPT that may help
academics detect a work plagiarized with Al. They include repetitions and standard expressions, lack
of commonsense knowledge, wrong judgements, and fake facts.

The upsides and downsides of using Al tools in higher education

There is an ongoing debate on the benefits and drawbacks of the use of LLMs in the education
field. While some scholars see the potential for students’ growth and development, others are afraid of
a massive biased and fake facts reproduction.

The proponents of using ChatGPT in higher education claim that asynchronous communication
gives students time to discuss topics with fellow students. It promotes collaboration in group projects
[Li, Xing, 2021]. One more advantage is that ChatGPT enables remote learning for students who are
unable to attend classes [Barber et al., 2021]. In addition, GPTs can generate tailored learning and
customized tests [Bommasani et al., 2021]. Edwin Bodge, principal product manager at Duolingo,
expressed the intention of the company to continue using it for personalizing lessons and improving
conversation practice and contextual feedback [OpenAl, 2023]. It is also important that it can provide
feedback in real-time or any time a student needs it.

As for the challenges ChatGPT and other such models pose for education, the major issue is the
possibility of plagiarism. In pursue to achieve the edge in assessments, students may submit essays not
written by themselves but by ChatGPT [Dehouche, 2021]. It questions the value of an academic degree
and the necessity of getting it. Secondly, the access to ChatGPT or its absence draws unfair inequality
in academic performance. Educators may face up with a difficulty in assessing one’s real knowledge
and providing timely feedback, if a student uses a chatbot application in their studies [Cotton, Cotton
& Shipway, 2023].

All in all, technology cannot be completely excluded from learning nowadays, however its usage
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should be regulated properly and its adverse effects on education should be minimized. The actions to
prevent students from plagiarizing are explored in the next section.

Measures to prevent students from plagiarizing

There are several strategies to tackle the above-mentioned problems. They include a policy on
ChatGPT usage, educational classes on plagiarism, plagiarism detection tools and checking works by
academic staff.

Firstly, there should be a strict policy on how and when a student can use the technology. The tutors
need to agree on the assignment types or task stages where it is possible to permit students refer to
ChatGPT. For example, Kim Watts, marketing lecturer, allowed her students to use ChatGPT as a tool
for generating ideas for their marketing plans if they do not know where to begin with [Shearing,
McCullum, 2023].

Secondly, it should be explicitly explained what is considered plagiarism and what is not, why it is
wrong to cheat with Al and what the consequences are for the student and their academic performance.
Educating students on plagiarism and asking them to sign a declaration that they didn’t use any Al tools
to complete the task may make students more responsible for their actions [Cotton, Cotton, Shipway,
2023].

Thirdly, there are special tools that has long been used to check thesis works for plagiarism. For
instance, Turnitin. They recognize Al-generated content in students’ works, however nowadays exist
some ways to bypass those detection algorithms, such as code substitution. Code substitution makes
the text look the same, but the machine will read it as another text, which is unique. Thus, the detention
algorithms will show that there is no plagiarism at all. That is why it is important that academic staff
check their students’ works for ChatGPT responses themselves. The next chapter provides some
recommendations on how to do it.

Recommendations to university teaching staff on how to recognize fake
assignments submitted with the help of ChatGPT

Here are several tips on what to look for in the students’ assignments.

Scan the text for repetitions.

The first step in identifying a response generated by the Al tool is checking whether it contains just
the same wording as that of the task. ChatGPT may sometimes reproduce the question (one or more
times in one answer) since it follows certain algorithms and patterns underlying the process of its text
production.

[&:1i¥a theory of meaning be used to distinguish science from metaphysicsf

A(:Aa theory of meaning can be used to distinguish science from metaphysics IR ) § 0d &

meaning, such as those found in philosophy of language and philosophy of science, provide
frameworks for understanding how language and concepts convey meaning and relate to
reality. By examining the nature of scientific and metaphysical claims, we can identify certain

criteria or characteristics that differentiate them. Here are a few ways in which ERGEISRel

meaning can help distinguish science from metaphysicsj

Figure 1 - ChatGPT repeats the question two times
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\"lilelbenefited from medicine in colonial settings of the nineteenth and early twentieth

In colonial settings of the nineteenth and early twentieth centuries, the benefits of medicine ISR R

were often unequally distributed, primarily favoring the colonizing powers and specific
groups within colonial societies. The ways in which different groups[sEREIE Rifeli e lle [T

varied depending on their social, economic, and political positions. Here are some key

S Lla Y ieIbenefited from medicine in colonial settings and hows

Figure 2 - ChatGPT repeats the wording of the question

The examples above provide evidence that ChatGPT tends to use the wording of the inquiry without
paraphrasing it. If a student simply copies the text to his answer, it will be easy to notice that.

Look for stereotyped phrasing and inaccurate use of language.

The second action that needs to be done is searching for clichés and phrases that does not sound
natural. As ChatGPT neural model is trained to produce certain sentence structures, they appear
unchanged or slightly transformed in its outputs to different inputs. The following examples
demonstrate that ChatGPT reproduces the same sentence structure many times.

Evaluate the solution against commonsense.

At this stage the presence of commonsense in the responses should be verified by humans, because
the chatbot struggles with solving cases from real-life. The developers of ChatGPT claim that neural
networks deal with real-world situations not as effectively as people do. The research on how to
improve it is still on the go.

“ Is empathy necessary for morality?

The question of whether empathy is necessary for morality [SERGIe el Tol3 I¢]
P sl ke Cerl Different ethical theories and perspectives offer varying viewpoints on

Figure 3 - Stereotyped phrasing

What role, if any, does intuition play in ethical judgement?

GG C TG OB BN EG s a subject of ongoing philosophical debate.

Figure 4 - Cliché

air play impose political obligs n an anarchist?

The question of whether a duty of fair play can impose political obligations on an .:marchis.iﬂ O0d

a topic of debate within political philosophy.[[s[Z =l B R R oLlai il gl [T Tl [Ty Te Kol § 1 T

Figure 5 - The same sentence structure ChatGPT reproduces multiple times

Anastasiya A. Kalashnikova



Methodology and technology of professional education 849

Here is an example of a mathematical problem. ChatGPT calculated the total time for frying one
cutlet correctly, however it miscounted the amounts of time for frying a batch of 4 cutlets and a batch
of 2 cutlets (although it was stated in the condition of the task that 4 cutlets can fit in a frying pan).
Thus, the division of cutlets in batches in the response to the first question in the task is not justified.
A real person will never fry each cutlet separately and spend 60 minutes on it instead of 15 or 20. So,
the information ChatGPT provided in reply is irrelevant and contradicts commonsense.

The second part of the answer is much closer to reality. It represents what an ordinary person would
do in this case. However, it does not offer a solution on how to fry 6 cutlets in 15 minutes using only
one frying pan.

Examine the facts presented in your students’ answers to find fakes.

Grandma needs to fry 6 cutlets, and only 4 cutlets can fit in a frying pan. Each cutlet should
be fried for 5 minutes on one side and 5 minutes on the other side. How long will it take to fry
6 cutlets? How can this be done in 15 minutes?

If each cutlet needs to be fried for 5 minutes on each side, then the total frying time for one 06 &

cutlet is 5 minutes + 5 minutes = 10 minutes.

To fry 6 cutlets using a frying pan that can only fit 4 cutlets at a time, Grandma will need to

fry them in multiple batches.

In the first batch, she can fry 4 cutlets. Since each cutlet needs to be fried for 10 minutes, the

total frying time for the first batch is 4 cutlets x 10 minutes = 40 minutes.

After the first batch, Grandma will have 2 remaining cutlets that still need to be fried. She can
then fry these 2 cutlets in a second batch. Again, each cutlet needs to be fried for 10 minutes,

so the total frying time for the second batch is 2 cutlets x 10 minutes = 20 minutes.

Therefore, the total frying time to fry all 6 cutlets using this method is 40 minutes (first

batch) + 20 minutes (second batch) = 60 minutes.

To fry the cutlets within 15 minutes, Grandma would need to use a different approach. One

option is to use multiple frying pans simultaneously. Here's one way she can achieve this:

1. Place 4 cutlets in the first frying pan and fry them for 5 minutes on each side, totaling 10
minutes.
. At the same time, place the remaining 2 cutlets in a second frying pan and fry them for 5

minutes on each side, totaling 10 minutes.

By using two frying pans simultaneously, Grandma can fry all 6 cutlets within 10 minutes,

which is within the given 15-minute time frame.

Figure 6 - Commonsense problem

Next, the assessor should read the text more thoroughly to spot any misinformation. Al is not
always capable of distinguishing between proven facts and false statements. It can use unreliable
resources and fabricated data to produce its reply. Thus, the text may include completely wrong
judgements. For instance, the figures below show that ChatGPT in its reply to the philosophical task
pursues incorrect logic and comes to the wrong conclusion.

Assess the depth of answer and alignment to what had been taught.
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Then the examiner should estimate the depth of response and task fulfillment. In addition, it must
be checked whether the text shows any learning and includes any ideas presented during the course. It
is essential, because educators generally agree that the Al tool under discussion is unable to demonstrate
enough critical thinking and depth of subject knowledge to provide a reply sufficient for academic
purposes.

Which of the following claims are true, and which are false? Briefly explain your answers.
(a) Any jointly tautologically consistent sentences admit of a valuation where all the
sentences are false.

The claim "Any jointly tautologically consistent sentences admit of a valuation where all the

sentences are false" is true.

In logic, a set of sentences is jointly tautologically consistent if there is no logical
contradiction among them. It means that the set of sentences can be true under some

interpretation or valuation.

According to the principle of explosion or the principle of non-contradiction, if a set of
sentences contains a logical contradiction (a statement and its negation), then any

statement can be derived from it, making the set inconsistent.

So, if a set of sentences is jointly tautologically consistent, it means there is no logical
contradiction, and therefore, it is possible to assign truth values to the sentences in a way
that none of them are false simultaneously. This implies that there is a valuation where all the

sentences are false.

Therefore, the claim is true: Any jointly tautologically consistent sentences admit of a
valuation where all the sentences are false.

Figure 7 - Wrong judgement

1. Which of the following claims are true, and which are false? Briefly explain yvour answers.

(a) Any jointly tautologically consistent sentences admit of a valuation where all the sentences are
false.

(b) Any jointly tautologically inconsistent sentences will remain tautologically inconsistent if any other
sentence is added.

(¢) Ifanargument’s premises are jointly inconsistent with its conclusion, the argument must be invalid.

Solution:

(a) False: that there is a valuation where all the sentences are true does not entail that there is one
where they are all false. For example, (A Vv —A) is consistent with B, yet there is no valuation
rendering both sentences false.

Figure 8 - Cambridge examiner’s answer

The question in figure 10 is philosophical. The examiner would expect the student to contemplate
on social contract theories, compare the ideas of contractarians (for instance, Thomas Hobbes) and
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contractualists (for example, Immanuel Kant), and based on these viewpoints make a conclusion on
whether it is rational to act against one’s self-interest or not. The output of ChatGPT lacks critical
thinking and does not show any learning. It is not adequate for scoring a good mark in the exam.

Do | have aright to act against my own best interests?

The concept of rights and acting against one's own best interests is a complex and nuanced
topic. In general, individuals are considered to have autonomy and the freedom to make
choices that may not align with their immediate or long-term best interests. This recognition

of personal autonomy allows for individual freedom and self-determination.

However, it is important to consider the context and limitations within which this autonomy
operates. In some cases, societies may impose certain restrictions or limitations on an
individual's choices to protect them from harm or to uphold societal values. For example,
laws and regulations may be in place to prevent self-harm, protect public safety, or promote

the well-being of individuals.

Furthermore, the notion of acting against one's best interests can be subjective and

dependent on various factors, including personal values, cultural norms, and long-term

consequences. What may seem detrimental in the short term could be perceived as

beneficial or in line with personal goals in the long run.

Ultimately, the question of whether an individual has a right to act against their own best
interests can be complex and depend on the specific circumstances, ethical considerations,

legal frameworks, and societal norms at play.

Figure 9 - The - answer lacks critical thinking and does not demonstrate any learning

In this chapter some recommendations and examples on ChatGPT’s limitations were provided to
demonstrate their usefulness. They include scanning the text for repetitions, looking for stereotyped
phrasing and inaccurate use of language, evaluating the solution against commonsense, examining the
facts to find fakes and assessing the depth of answer and alignment to what had been taught.

Limitations

The main limitation of this work is that is explores only the open-ended type of assessment. In
addition, the frequency of the mentioned flaws of ChatGPT was not evaluated, so, hypothetically, an
educator may not spot any presence of them in their students’ works.

Conclusion

ChatGPT is a controversial tool. From one perspective, it undermines universities’ reputations,
poses threats to knowledge transmission and critical thinking, and draws inequality in academic
performance. On the other hand, it should not be banned completely, as it may be a resource for tailored
learning and customized tests, it enables remote studies and helps generate ideas for works. That is why
it is crucial to develop a strategy for plagiarism avoidance and appropriate usage of ChatGPT at
universities.

The theoretical part of work provides the basis for its practical part. It informs the reader about the
research done into the limitations of LLMs in general. The studies prove that ChatGPT sometimes
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“hallucinates”™ facts, possesses restricted commonsense knowledge, and uses standard expressions as
well as multiple repetitions of questions. This section also observes the pros and cons of using Al tools
in higher education and proposes several measures to prevent students from plagiarizing with these
technologies.

The practical part presents a guideline for educators on what to search for in the students’
assignments to spot cheating with ChatGPT. The recommendations include scanning the text for
repetitions, looking for stereotyped phrasing and inaccurate use of language, evaluating the solution
against commonsense, examining the facts to find fakes and assessing the depth of answer and
alignment to what had been taught.

The article is instrumental for academic staff in making decisions on plagiarism policies concerning
ChatGPT. They should think through the possibility for students to use Al to generate ideas for some
tasks and consider scheduling a class on what is considered plagiarism and what is not. It is also helpful
in identifying cheated responses, which is supposed to help tutors take timely actions.
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Pemenue npodJiemsl cnucbiBanus ¢ nomoubo ChatGPT npu oTBeTax Ha
OTKPBIThIE BONIPOCHI B YHUBEPCUTETAX

KanamnukoBa AHacracusi AHApPeeBHA
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Bricmias mkoiia 3KOHOMHUKH,
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AHHOTALUA

C tex mop, kak kommanus OpenAl Bemyctuina ChatGPT, moruHyo0 HEHpPOHHYIO CETh,
CIIOCOOHYIO T€HEpUpPOBaTh OTBETHI HA OCHOBE HaboOpa 00pa3loB, 00pa30BaTEIbHbIE YUPEKICHUSI
CTOJIKHYJIUCh C TIpoOJeMoil OOHOBJEHHS CBOEH TMOJUTHKH B OTHOIIGHWH IUIaruata W
MoIIeHHnYecTBa. HeoOXomuMbl WHCTPYKIMU Ui YYUTENEeH | TperoaaBaresiel 0 TOM, Kak
pacrio3HaBaTh TEKCThI, CO3/IaHHbIE MalllMHaMU. B ctaTee 06cykaaroTcs Oosblias I36IK0Bast MOJIEINb
ChatGPT wu chnuchiBaHHE C IOMOIIBI0 HHCTPYMEHTOB HCKyCCTBeHHOro wuHTeuiekra (MIN).
[Mockonbky momenHHuecTBO ¢ ChatGPT crano mpobiemoii i 00pa3oBaTeIbHBIX YUPEKICHUH,
CTaThsl HAMPABJICHA HA PELICHUE yKa3aHHOM mpoOsiemMsl. Panee BbisicHWIOCh, uTo ChatGPT umeer
P OTpaHUYEHHUH, OTJIMYAIOUIMX €ro MPOAYKT OT OTBETA peaJbHOro yenoBeka. JlaHHas crarhbs
pacumpsieT npeblayIiee UCCIeJOBaHUE U PACIIPOCTPAHSIET ero Ha cdepy BBICIIEr0 00pa30BaHMUS.
B HeMm oueHHBaIOTCA NpeUMyIIeCTBA MW HEJOCTaTKM HCHOJb30BaHUS HHCTpyMeHTOB MU u
HCCIIEYIOTCSI MEPHI 110 MPEIOTBPAIICHHIO IIaruara yqanmxcs. [IpakTaueckuii pa3ien OCHOBaH Ha
Ka4eCTBEHHOM aHanmu3e BbIXOAHbIX JaHHbIX ChatGPT. B pesynbraTe mpenopaBateisM
YHUBEPCUTETOB OBUIO TPEJIOKEHO HECKOJIBKO PEKOMEHIAlMid O TOM, KaK paclo3HaTh OTBET,
creHepupoBaHHblii MW, U Kak OTIMYUTH €ro OT HAMMCAHHOTO YeJIOBEKOM IO OIpeJesIeHHBIM
KPUTEPHUSIM, TaKUM KaKk TIOBTOPEHHs, HETOYHOE WCIOJIh30BAHUE S3bIKA, CTEPEOTHUITHBIE
(OpMYITHPOBKH, TPUCYTCTBUE 3/IPABOTO CMBICIIA, TOAIEIIbHBIC (haKTHI U T.]I.

)_IJISI HUTHPOBAHUA B HAYYHBIX HCCJICAOBAHUAX
Kanamaukosa A.A. Tackling the issue of cheating with ChatGPT in open-ended assignments at
university // Tlemarormueckmit skypuamr. 2023. T. 13. Ne 5A. C. 844-854. DOI:
10.34670/AR.2023.62.69.112

KuroueBrble ciioBa
ChatGPT, cnuceiBaHre B yHUBEpCHTETE, (EHKOBBIC 3aJaHHs, HEWPOHHBIC CETHU/MOJCIH,
HCKYCCTBEHHBII HHTEJICKT.

Tackling the issue of cheating with ChatGPT in open-ended...
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